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Abstract
Brucellosis, a zoonotic disease caused by Brucella bacteria, has emerged as a significant concern in
Bangladesh, affecting both animals and humans, with economic repercussions and health risks. This
paper addresses the urgent need for effective disease management in a country where agriculture and
livestock are pivotal to the economy. The study focuses on identifying risk factors for brucellosis in dairy
cattle and their correlation with factors collected from Central Cattle Breeding and Dairy Farm (CCBDF)
and Military Dairy Farms (MDF) in Bangladesh. Serum and milk samples, along with demographic data,
were collected and analyzed. To address the challenge of imbalanced data, the study introduces the
application of the "SMOTE" Weka filter for the first time in Bangladesh's veterinary profession. This
balances the dataset, enhancing the accuracy of predictive modeling. Machine learning models,
specifically Multilayer Perceptron (MLP) and J48 decision tree algorithms, are employed for brucellosis
prediction. MLP achieved a Correct Classification (CC) rate of 95.0801%, while J48 achieved 94.0503%,
demonstrating their efficacy. Sensitivity analysis identifies key attributes, with retained placenta being the
most significant, aiding in prioritizing control measures. Association Rules reveal patterns and
relationships among disease-related factors, enhancing understanding and proactive prevention.

INTRODUCTION
Brucellosis, a debilitating zoonotic disease caused by bacteria of the genus Brucella, has emerged as a
significant concern in many parts of the world, including Bangladesh 1. The disease poses a threat to
both animal and human health, leading to economic losses, reduced productivity in livestock, and
potential transmission to humans through direct contact or consumption of contaminated animal
products 2.

In the context of Bangladesh, where agriculture and livestock farming are integral to the economy and
livelihoods of a substantial population, the prevalence of brucellosis in animals demands urgent
attention 3. Traditional approaches to disease surveillance and control often fall short due to their
inherent limitations in handling the complexities of large-scale data, diverse variables, and non-linear
relationships 4. Herein lies the potential of machine learning to revolutionize disease prediction and
management 5.

Machine learning, a subset of artificial intelligence, has demonstrated remarkable capabilities in
predictive analytics and data-driven decision-making across various domains 6. In the context of disease
prediction, machine learning models can harness the power of complex data relationships to forecast
disease outbreaks based on diverse variables, such as climate patterns, animal demographics, and
environmental factors 7. By leveraging historical data and identifying patterns that might elude traditional
statistical methods, machine learning approaches offer a fresh perspective on tackling the challenges
posed by brucellosis in Bangladesh 8.
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The aim of this study is to identify the risk factors associated with brucellosis positivity in dairy cattle.
Additionally, the study aims to establish a correlation between the factors collected from aborted dairy
cows at the Central Cattle Breeding and Dairy Farm (CCBDF) and Military Dairy Farms (MDF) in
Bangladesh.

MATERIALS AND METHODS
The research was carried out at both the Central Cattle Breeding and Dairy Farm, as well as the Military
Farm. We collected serum samples from a total of 460 lactating cows, alongside their corresponding milk
samples, in a random selection process. To gain insights into the demographics and risk factors at both
the farm and animal levels, we administered a comprehensive questionnaire.

We collected approximately 5 to 10 ml of blood from each of the 460 lactating cows by carefully
accessing the jugular vein. The blood-filled tubes were then stored upright at room temperature for one
hour before being refrigerated at 4°C overnight. Subsequently, they go through centrifugation at 3,000
rpm for a duration of 10 minutes, which allowed for the separation of the serum samples. These
separated serum samples were then carefully transferred into sterile Eppendorf tubes and preserved at an
astonishingly low temperature of -20°C until the time of testing.

Simultaneously, we also obtained milk samples from the same group of cows, which were essential for
conducting the milk ring test. In cases involving abortion or other reproductive complications, such as
retained placenta, vaginal swabs were collected, or in instances of abortion, fetal samples were gathered,
whenever such incidents were reported to the relevant authorities.

To ensure a comprehensive dataset, we administered a standardized questionnaire designed to capture
crucial data pertaining to the history, production, and breeding records of the lactating cows. Additionally,
we recorded pertinent information such as age, sex, breed, location, calving status, and any relevant
disease history at the time of sample collection. Furthermore, for each sample, we meticulously
documented details such as (a) history of abortion, (b) presence or absence of retained placenta, (c)
history of repeat breeding, (d) age group categorization [≤ 6 years, ≥ 6 years], and (e) parity. The data
was randomly divided into two sets: 80% for training and 20% for validation. The dataset exhibited an
imbalance, and to rectify this issue, we generated a synthetic data to achieve balance. This was
accomplished through the utilization of WEKA 3.8.6 (The Waikato Environment for Knowledge Analysis,
2022) software according to January 25, 2022 WEKA manual 9.

BALANCING OF DATA
Within the realm of veterinary medicine, the significance of a balanced dataset cannot be overstated, as it
is integral to ensuring the accuracy and reliability of predictive modeling and diagnostic outcomes.
Recent years have witnessed an increasing acknowledgment of the pivotal role that data-driven
methodologies play in augmenting clinical decision-making and disease management for animal
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patients 9. Nonetheless, the efficacy of such approaches is intricately tied to the availability of well-
balanced datasets, encompassing sufficient representation for each class or category of animals and
their corresponding medical conditions 10. In cases of skewed data distributions, the ensuing biases and
suboptimal outcomes can significantly impede the applicability and generalizability of machine learning
algorithms and predictive models (Fig. 1).

To address this, the current study introduces a methodology to rectify imbalanced datasets through the
utilization of the SMOTE (Synthetic Minority Over-sampling Technique) Weka filter11. Notably, this is the
first time the SMOTE Weka filter has been applied to dataset balancing in Bangladesh's veterinary
profession, up to our knowledge (Fig. 2). Adopting balanced datasets can improve therapy effectiveness,
diagnostic accuracy, and overall animal healthcare practices 10.

MACHINE LEARNING MODELS
In this paper we have utilized total of two different ML’s to explore, explain and model the behavior of
brucellosis disease with respect to several input parameters 12. The ML’s are selected bases on their
suitability and acceptability are given below:

Multilayer Perceptron
The Multilayer Perceptron (MLP) neural network can be used as an effective method for detecting and
predicting (Table 1) brucellosis 13 ,14 .Multilayer Perceptron (MLP) predicts brucellosis by utilizing
historical data and analyzing various factors associated with the disease 15. The MLP algorithm is
trained on a dataset that contains numerous information. This paper focuses on the detection of
brucellosis, utilizing the potent capabilities of MLP's adaptive learning mechanisms 16. These
mechanisms thrive on a diverse range of veterinary data, encompassing critical factors like Abortion,
Calving, Age, Repeat Breeding, and Retained Placenta.

During the training process, the MLP algorithm is learned the complex patterns and relationships within
the data. It adjusts the weights and biases of its interconnected layers to optimize its ability to predict
brucellosis incidence accurately 17. This training enables the MLP to recognize patterns and correlations
between the input factors and the occurrence of brucellosis 16.

After training the MLP, we have used it to make predictions on new, unseen data. By inputting the relevant
factors into the trained MLP model, it has generated predictions on the likelihood of brucellosis
outbreaks. The MLP takes into account the learned patterns and relationships to provide accurate
predictions based on the input data.

The visual representation of the Multilayer Perceptron (MLP) how it works is shown in the (Figure 3)
shortly. 

Through this approach, we have the opportunity to achieve a heightened degree of precision in the
classification of diseases, early detection, and prognosis of appropriate treatments. This transformative
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integration of MLP-based methodologies not only enriches the analytical processes but also ushers in the
potential to revolutionize the field by offering nuanced insights into the complex interplay of factors
influencing animal health and reproduction 18. This study delves into the realm of harnessing MLP's
computational prowess, it contributes significantly to the expanding landscape of AI-powered
advancements in veterinary medicine, ultimately fostering refiablened methodologies for tackling critical
reproductive challenges in animals 19.

Table 1
Generated from Multilayer Perceptron (MLP) Classifier

Model Evaluation Criteria

CC RMSE MAE RAE KS Processing

Time (s)

Multilayer

Perceptron

95.0801% 0.2075 0.0768 15.3701% 0.9017 0.79

In Table 1, by using Multilayer Perceptron (MLP) algorithm we have yielded promising results. The MLP
algorithm demonstrated high accuracy with a Correct Classification (CC) of 95.0801%, as well as precise
predictions indicated by low Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) values
(0.2075 and 0.0768, respectively). The Relative Absolute Error (RAE) of 15.3701% underscored its ability
to provide accurate predictions across varying data scales. Additionally, the Kappa Statistics value of
0.9017 showcased the algorithm's robustness in handling complex veterinary datasets. Notably, the MLP
algorithm's swift processing time of 0.79 seconds highlighted its efficiency. These findings emphasize the
potential of MLP through Weka in enhancing animal care through improved diagnostics.

J48 Tree

J48, a powerful decision tree algorithm, finds numerous applications in the prediction of brucellosis 20. By
analyzing relevant factors, we have created a decision tree model which can be assisted in detecting and
predicting the occurrence of this bacterial infection. With a dataset containing attributes and
corresponding class labels indicating brucellosis cases, J48 recursively partitions the data based on
attribute values, creating decision rules that accurately classify instances (Fig. 4). By traversing the
decision tree and following the decision rules, J48 effectively predicts the presence or absence of
brucellosis in new, unseen instances.

The accuracy of J48 in brucellosis prediction is contingent upon the quality of the dataset and the
selection of relevant attributes 20. With its ability to learn and classify based on patterns and
relationships, J48 provides valuable insights for early detection and control of brucellosis, assisting in the
prevention and management of this infectious disease 21.
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Table 2
Generated from J48 Classifier

Model Evaluation Criteria

CC RMSE MAE RAE KS Processing

Time (s)

J48 94.0503% 0.2322 0.096 19.2109% 0.8811 0

In the presented Table 2, the performance evaluation of a predictive model, specifically the J48 decision
tree algorithm, is outlined. The model's predictive accuracy is assessed through various evaluation
criteria. The CC column represents the Correct Classification Rate, indicating that the J48 model achieved
an accuracy of 94.0503%, implying that nearly 94.05% of instances were correctly classified by the
model. The "RMSE" (Root Mean Squared Error) value of 0.2322 reflects the average deviation between the
predicted and actual values, with lower values indicating better predictive accuracy.

The MAE (Mean Absolute Error) of 0.096 represents the average magnitude of errors between predicted
and actual values, providing insights into the model's precision. The "RAE" (Relative Absolute Error) of
19.2109% indicates the average percentage difference between predicted and actual values, which gives
an understanding of the model's performance relative to the actual values. The reported Kappa Statistic
value of 0.8811 suggests that there is a high level of agreement between the observed classifications and
the classifications. It indicates that the model's predictions are significantly better than what would be
expected by random chance.

Lastly, the Processing Time (s) column indicates the time taken by the J48 model to process the given
dataset, shown as "0" seconds. This processing time is important to consider when assessing the model's
feasibility for real-time or time-sensitive applications. Overall, this table provides a comprehensive
overview of the J48 model's performance in terms of accuracy, error metrics, discrimination capability,
and processing efficiency.

RESULT AND DISCUSSION

ROC CURVE
The ROC curve has been widely applied in the field of brucellosis for various purposes, including
diagnostic test evaluation and the assessment of biomarkers 22. We have utilized ROC curves to
determine the optimal cutoff points for these tests, maximizing sensitivity and specificity. Additionally,
ROC curve analysis also been employed to assess the discriminatory ability of clinical biomarkers in
differentiating brucellosis cases from controls 23. The area under the ROC curve (AUC) is often calculated
as a measure of the discriminatory power of the test or biomarker 22. A higher AUC indicates better
diagnostic accuracy, with values closer to 1 indicating excellent performance 24.
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The area under the ROC curve (AUC) has been used as a measure of the diagnostic accuracy of different
tests and biomarkers, aiding in the selection and validation of reliable diagnostic tools for brucellosis 22.
Overall, the ROC curve has proven to be a valuable tool in the field of brucellosis for evaluating diagnostic
tests and identifying effective biomarkers for early detection and management of the disease 25.

The "yes" output on the ROC curve signifies accurate identification of brucellosis cases (true positives). It
indicates effective detection of affected individuals, contributing to the true positive rate 26. A sharp
upward shift of the "yes" curve reflects the model's strong discrimination between positives and non-
cases, achieving high true positives while minimizing false positives (Fig. 5).

The "no" output signifies the predictive model correctly identifying instances as non-cases of brucellosis
(true negatives). This indicates successful identification of individuals without brucellosis, boosting the
true negative rate 26. The ROC curve's "no" class portrayal highlights the model's capacity to uphold a
strong true negative rate and reduce false positives, enhancing overall accuracy in predicting non-cases
(Fig. 6).

The "yes" and "no" outputs on the ROC curve play a crucial role in revealing the predictive model's
performance in distinguishing brucellosis cases from non-cases. Their positions and shapes provide
insights into the model's sensitivity and specificity, aiding researchers and clinicians in assessing the
model's utility for brucellosis prediction.

SENSITIVITY ANALYSIS
Sensitivity analysis plays a crucial role in predicting and understanding the dynamics of brucellosis. By
systematically varying input parameters and observing how they impact the model's output, sensitivity
analysis helps assess the sensitivity of the prediction model to different variables 27. In the context of
brucellosis prediction, sensitivity analysis allows to identify which factors have the most significant
influence on disease occurrence and transmission and we have found that retained placenta is the most
important factor in this regard. This insight helps in prioritizing control measures and interventions.
Additionally, sensitivity analysis aids in quantifying the uncertainty associated with model predictions,
providing valuable information for taking decision. By conducting sensitivity analysis, it is possible to
improve the accuracy and reliability of brucellosis prediction models, enabling more effective prevention
and control strategies in areas at risk of brucellosis outbreaks 27.
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Table 3
Generated from Ranked Attributes
Attribute Significance

Retained Placenta 0.046126

Repeat breeding 0.025818

Age 0.023025

Abortion 0.016488

Calving 0.001

In the Table 3 presented values represent the significance of each attribute in contributing to the
classification outcomes. The numeric values next to the attribute names indicate their respective
importance scores. The attribute retained placenta holds the highest importance with a score of
0.046126, suggesting that it significantly influences the prediction of this specific condition. Similarly, the
attributes repeat breeding, age, abortion, and calving exhibit importance scores of 0.025818, 0.023025,
0.016488, and 0.001, respectively. These scores provide insights into the relative impact of each attribute
on predicting the associated reproductive conditions. The analysis underscores the potential of these
attributes, particularly retained placenta, in contributing to accurate classification models for identifying
prevalent reproductive issues in dairy cattle.

Attributes are ranked according to their impact factors are followed by-

Retained Placenta > Repeat breeding > Age > Abortion > Calving.

ASSOCIATION RULES
Association rules are a valuable tool in predicting and understanding the dynamics of brucellosis. By
analyzing patterns and relationships within a dataset, we have made meaningful associations between
different variables related to the disease 28. From the association, we have developed some interventions
and control strategies to mitigate the spread of the disease. Association rules also provide insights into
the risk factors and potential transmission pathways of brucellosis, enabling proactive measures to be
taken to prevent outbreaks. The application of association rules in brucellosis prediction enhances our
understanding of the disease and aids in the development of effective preventive measures.

Association Rules offer a nuanced yet potent approach to predict brucellosis. By uncovering hidden data
relationships, they unveil vital patterns missed by traditional methods. They take the form of "if-then"
statements, using observed patterns to anticipate brucellosis. We have made the following rules by using
association rules are-

Rule 1
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Abortion = No Repeat breeding = No Retained Placenta = No ==> RBT = No < conf:(1) > lift:(1.97) lev:(0.15)
[132] conv:(66.97)

This rule suggests that if an observation does not have instances of abortion, repeat breeding, and
retained placenta, then it is highly likely (100% confidence) that the Rose Bengal Test result will be
negative (No). The lift value of 1.97 indicates that this rule is 1.97 times more likely to occur compared to
random chance. The support value of 132 indicates that this rule is applicable to 132 instances within the
dataset. The conviction value of 66.97 suggests a strong dependency between the antecedent and the
consequent.

Rule 2
Abortion = Yes Repeat breeding = Yes Retained Placenta = Yes ==> RBT = Yes < conf:(0.91) > lift:(1.84) lev:
(0.07) [64] conv:(5.26)

This rule suggests that if an observation has instances of abortion, repeat breeding, and retained
placenta, then there is a high likelihood (91% confidence) that the Rose Bengal Test result will be positive
(Yes). The lift value of 1.84 indicates that this rule is 1.84 times more likely to occur compared to random
chance. The support value of 64 indicates that this rule is applicable to 64 instances within the dataset.
The conviction value of 5.26 suggests a moderate dependency between the antecedent and the
consequent.

Rule 3
Age = 9 Yrs Calving = Four Abortion = Yes Repeat breeding = No Retained Placenta = Yes ==> RAPID KIT
TEST = Yes < conf:(1) > lift:(1.98) lev:(0.08) [72] conv:(72.35)

This rule suggests that if an observation has an age of 9 years, fourth calving, and instances of abortion
and retained placenta, with no instances of repeat breeding, then it is highly likely (100% confidence) that
the RAPID KIT TEST result will be positive (Yes). The lift value of 1.98 indicates that this rule is 1.98 times
more likely to occur compared to random chance. The support value of 72 indicates that this rule is
applicable to 72 instances within the dataset. The conviction value of 72.35 suggests a strong
dependency between the antecedent and the consequent.

Rule 4
Area = CCBDF Abortion = No Repeat breeding = No Retained Placenta = No==> RAPID KIT TEST = No < 
conf:(0.99) > lift:(2.01) lev:(0.1) [87] conv:(44.39)

This rule suggests that if an observation is from the Central Cattle Breeding and Dairy Farm (CCBDF) area
and does not have instances of abortion, repeat breeding, and retained placenta, then it is highly likely
(99% confidence) that the RAPID KIT TEST result will be negative (No). The lift value of 2.01 indicates
that this rule is 2.01 times more likely to occur compared to random chance. The support value of 87
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indicates that this rule is applicable to 87 instances within the dataset. The conviction value of 44.39
suggests a moderate dependency between the antecedent and the consequent.

Rule 5
Calving = 2nd Abortion = No Repeat breeding = No Retained Placenta = No ==> MRT = No < conf:(0.99) > 
lift:(2.03) lev:(0.06) [50] conv:(25.83)

This rule suggests that if an observation is from the second calving, does not have instances of abortion,
repeat breeding, and retained placenta, then it is highly likely (99% confidence) that the Milk Ring Test
result will be negative (No). The lift value of 2.03 indicates that this rule is 2.03 times more likely to occur
compared to random chance. The support value of 50 indicates that this rule is applicable to 50
instances within the dataset. The conviction value of 25.83 suggests a moderate dependency between
the antecedent and the consequent.

Rule 6
Calving = 1st Abortion = Yes Repeat breeding = Yes Retained Placenta = Yes ==> MRT = Yes < conf:(0.99) > 
lift:(1.93) lev:(0.13) [119] conv:(30.53)

This rule suggests that if an observation is from the first calving, has instances of abortion, repeat
breeding, and retained placenta, then it is highly likely (99% confidence) that the Milk Ring Test result will
be positive (Yes). The lift value of 1.93 indicates that this rule is 1.93 times more likely to occur compared
to random chance. The support value of 119 indicates that this rule is applicable to 119 instances within
the dataset. The conviction value of 30.53 suggests a moderate dependency between the antecedent and
the consequent.

CONCLUSION
In conclusion, the paper highlights the growing concern of brucellosis, a zoonotic disease, in Bangladesh,
which poses significant threats to both animal and human health, as well as economic losses in the
livestock industry.

The utilization of the SMOTE Weka filter to balance the dataset within the field of veterinary medicine in
Bangladesh represents a pioneering endeavor.

The study also discusses the use of machine learning models, specifically the Multilayer Perceptron
(MLP) and J48 decision tree, to predict and manage brucellosis in cattle. These models demonstrate
promising results in terms of accuracy, precision, and efficiency. The MLP model achieved a Correct
Classification (CC) rate of 95.0801%, while the J48 model achieved a CC rate of 94.0503%. These high
accuracy rates suggest that machine learning can effectively contribute to disease prediction and
management.
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Furthermore, sensitivity analysis identified key attributes influencing brucellosis prediction, with retained
placenta being the most significant factor. This information can help prioritize control measures and
interventions in managing the disease. Additionally, the paper discusses the use of Association Rules to
identify patterns and relationships between various factors related to brucellosis. These rules can aid in
understanding risk factors and transmission pathways, enabling proactive measures for prevention.

In summary, this paper demonstrates the application of SMOTE, the potential of machine learning,
sensitivity analysis, and Association Rules in improving the prediction and management of brucellosis in
dairy cattle in Bangladesh. These methods offer valuable insights and tools for addressing this important
public health and economic concern. Further research and application of these techniques may lead to
more effective disease control strategies in the future.
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Figures

Figure 1

Disparities in Diagnosed Results between Positive and Negative Cases Prior to Employing SMOTE where
‘No – 442’ and ‘Yes – 18’ (Imbalanced Dataset)
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Figure 2

After applying SMOTE, the diagnosed positive and negative results achieve a nearly equal balance where
‘No – 442’ and ‘Yes – 432’(Balanced dataset)
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Figure 3

Operational Workflow of the Multilayer Perceptron (MLP)
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Figure 4

Decision Tree Diagram Generated by the J48 Algorithm

Figure 5

Receiver Operating Characteristic (ROC) Curve Performance Analysis (Yes)
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Figure 6

Receiver Operating Characteristic (ROC) Curve Performance Analysis (No)
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