Initial steps for high-throughput phenotyping in vineyards
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Summary

The evaluation of phenotypic characters of grapevines is required directly in vineyards and is strongly limited by time, costs and the subjectivity of person in charge. Sensor-based techniques are prerequisite in order to allow non-invasive phenotyping of individual plant traits, to increase the quantity of object records and to reduce error variation. Thus, a Prototype-Image-Acquisition-System (PIAS) was developed for semi-automated capture of geo-referenced images in an experimental vineyard. Different strategies were tested for image interpretation using MATLAB\(^8\). The interpretation of images from the vineyard with real background is more practice-oriented but requires the calculation of depth maps. Different image analysis tools were verified in order to enable contactless and non-invasive detection of bud burst and quantification of shoots at an early developmental stage (BBCH 10) and enable fast and accurate determination of the grapevine berry size at BBCH 89. Depending on the time of image acquisition at BBCH 10 up to 94% of green shoots were visible in images. The mean berry size (BBCH 89) was recorded non-invasively with a precision of 1 mm.
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Introduction

Accurate phenotyping is a key tool within the scope of plant breeding. A plant phenotype comprises morphological and physiological features and reflects genotype-environment-interaction (FURBANK and TESTER 2011). In particular, with regard to resistance breeding of grapevine, phenotyping of diseases is possible under lab or greenhouse conditions using leaf discs or potted grapevines (STAUDT 1997, BROWN et al. 1999, EBACH et al. 2007, ZHANG et al. 2009, SCHWANDER et al. 2011). Phenotyping of single plant phenology (e.g. time of bud burst), determination of yield parameters (e.g. berry size, number of clusters per shoot), and identification of grape and wine quality are similarly important in grapevine breeding. The investigation of all stated traits requires grapevine plants which have been cultivated beforehand in the field for several years. In breeding programmes up to now phenotyping of grapevines in vineyards is being carried out only by the use of visual inspection – i.e. estimating traits by applying the BBCH scale (Biologische Bundesanstalt, Bundesforschungs­­anstalt und Chemische Industrie) or OIV descriptors (International Organisation of Vine and Wine). The BBCH scale is a common system which is used in order to identify growth stages of grapevines (LORENZ et al. 1995) and the OIV descriptors are used in order to evaluate traits, e.g. the berry size (OIV 2001) accordingly. It is thus not only very time consuming and laborious, but also expensive and subjective. Its biggest limitation, however, is the problem of phenotypic data acquisition on several hectares at a time of rapid plant development, thus permitting a broad and detailed evaluation only for limited breeding material. The interdisciplinary competence network CROPSENSE.net (www.cropsense.uni-bonn.de) was founded to establish practical, non-invasive and high-throughput techniques. The application of automated system technologies in vineyards combined with adaptable sensor-based techniques permits the acquisition of variety-specific, morphological plant features with the objective to open up the phenotyping bottleneck. It is a promising opportunity to increase the quantity of phenotyping samples, to improve quality of recording, and to minimise error variation. Certainly, the implementation of precise sensor-based screening practices to receive grapevine characters combined with increasingly efficient genotyping techniques (e.g. marker-assisted selection – MAS) will greatly enhance the efficiency of grapevine breeding. Currently, the application of robotics or comparable platforms in vineyards equipped with multispectral optical or 3D laser sensors is especially known from precision viticulture (BERENSTEIN et al. 2010, BRAUN et al. 2010, FARLIE et al. 2010, LONDO et al. 2010, MAZZETTO et al. 2010, BATES et al. 2011, RAMOS et al. 2012). The published studies aimed at site-specific vineyard monitoring, targeted spraying and vineyard management (BERENSTEIN et al. 2010, BRAUN et al. 2010, MAZZETTO et al. 2010). Sensor-based phenotyping of grapevines often intended for the discovery of water stress or the determination of leaf canopy (JONES et al. 2002, MOLLER et al. 2007, DIAGO et al. 2012). Nevertheless, the determination of grapevine phenology or yield estimation using images comprises more detailed detection and the survey of small plant features, e.g. single berries in grapevine clusters (NUSKE et al. 2011). It requires a comparable application of automated techniques using more detailed machine vision algorithms. The present study aimed at the investigation of initial steps in order to enable high-throughput phenotyping in vineyards by using images and depth maps. Hence, the Prototype-Image-Acquisition-System (PIAS) was constructed in order...
to capture geo-referenced images with higher throughput in vineyards by trai1ing the PIAS between the grapevine rows. Two MATLAB® tools were developed and tested for semi-automated image analysis in order to investigate two important phenotypic traits of grapevines: bud burst at BBCH 10 and berry size at BBCH 89. Within this scope an initial experiment was conducted for automated interpretation of (1) one RGB image per grapevine plant with a black artificial background; and (2) one depth map per grapevine which avoids the necessity of using black artificial background.

**Material and Methods**

**Plant material:** Tests involved rows of different *Vitis vinifera* cultivars (including 'Riesling', 'Pinot Blanc', 'Silvaner', 'Kerner', 'Pinot Noir', 'Dornfelder' and 'Rege1') and 140 individuals of a F1 breeding population (GF.Ga.47-42 x 'Villard Blanc') at the experimental vineyard of Geilweilerhof located in Siebeldingen, Germany (N 49°21.747, E 8°04.678). The use of different genotypes (altogether 240 grapevines) guarantees a large variation of phenotypes for image interpretation. Inter-row distance was 2.0 m and grapevine-spacing was 1.0 m. To enable precise measurements in images, coloured labels with a total width of 39 mm (Roth® GmbH, Karlsruhe, Germany) were fixed on wires used for scaling as a reference.

**Reference evaluations:** The BBCH stage 10 (Bud burst – green shoots are visible) and the BBCH stage 89 (end of berry ripening – harvest) were determined according to LORENZ et al. (1995). At BBCH 10 reference quantification of shoots was carried out in parallel to image acquisition directly in the vineyard. At BBCH 89 100 clusters per each of four cultivars were sampled after image capture. The sampling of berries, image acquisition and image analysis were carried out as described by KICHERER et al. (2013). Afterwards the automated Berry Analysis Tool (BAT) was used to determine precise reference data of the berry size from four varieties ('Riesling', 'Pinot Blanc', 'Pinot Noir', and 'Dornfelder').

**Sensors and sensor data:** A calibrated single-lens reflex (SLR) camera (Canon® EOS 60D) was used in order to capture Red-Green-Blue (RGB) images (3456 x 2304 pixels). A prototype-camera-unit consisting of four calibrated industrial AVT GT-2300 cameras (10 cm difference in camera position between all cameras) was applied for the acquisition of monochrome images (2448 x 2050 pixels). Camera calibration was performed by using a test field calibration according to ABRAHAM & HAU (1997) with an equivalent focal length of 28 mm (SLR camera) respective 8 mm (industrial cameras) in order to determine camera constant, principle point and camera lens distortions. Thus, internal parameters of the camera are known and a post processed correction of aberrations in images is possible to ensure precise measurements. The images were captured in the field under natural illumination conditions with manually controlled exposure. Images were saved for offline processing. All plants of the experimental rows were surveyed using a Real-Time-Kinematic (RTK)-GPS system (Trimble® SPS852, Geo Systeme GmbH, Jena, Germany) with 2 cm accuracy. Universal Transverse Mercator (UTM) was used as Cartesian coordinate system. The RTK-GPS receiver transmits two different ASCII codes at 5 Hz frequency: National Marine Electronics Association - Global Positioning System Fix Data (NMEA-GGA) and National Marine Electronics Association - Recommended Minimum Sentence C (NMEA-RMC). Both ASCII codes were used to estimate the orientation angle of the SLR camera and to acquire geo-referenced RGB images.

**PIAS – The Development of a Prototype Image Acquisition System:** Field experiments for image-based phenotyping were conducted in 2012 one day before harvest (BBCH 89) and at the time of bud burst (BBCH 10) in 2013. The images were taken when the BBCH stage 10 was detected by visual inspections at 29th April 2013 (date 1), 2nd May 2013 (date 2) and 6th May 2013 (date 3). In order to enable capturing of standardised images a Prototype-Image-Acquisition-System (PIAS) was constructed. PIAS consists of a four wheeled handcart (Fetra GmbH, Hirschberg, Germany) as a carrier vehicle, the calibrated SLR camera and RTK-GPS system for acquisition of geo-referenced RGB images and a laptop (Lenovo® Thinkpad X201, Lenovo GmbH, Stuttgart, Germany) for data recording (Fig. 1A). The SLR camera had variable height mounting above ground level (1.00-1.30 m) to investigate canes, bud burst, and the grape cluster zone and was fixed in the middle of the PIAS with a distance of at least 1 m from the grapevine plants. Image acquisitions were carried out in front of the plants by dragging the PIAS between the grapevine rows. Capturing of images was done

![Fig. 1: Interdisciplinary network in order to achieve efficient development of high-throughput, automated and non-invasive techniques for vineyard-based phenotyping. The Prototype-Image-Acquisition-System (PIAS) is applied in experimental vineyards (A) equipped with RTK-GPS, a calibrated SLR camera (B) and a data logger (DL). The prototype software IGG-GEODASER (C) on PIAS enables acquisition of geo-referenced RGB images in vineyards. High resolution RTK-GPS is used for plant-image-allocation and image management. The calculation of depth maps from rectified 2D image pairs permits more precise image interpretation which is developed using MATLAB® (D).](attachment:image.png)
manually using the prototype software IGG-GEoTAGGER (Fig. 1C) which was developed in LabVIEW (National Instruments® GmbH, Munich, Germany). The IGG-GEoTAGGER software links the SLR camera with the RTK-GPS system. It facilitates the automated recording of actual RTK-GPS coordinates during image acquisition. In order to estimate the orientation angle of the SLR camera, RTK-GPS position data (5 Hz frequency) and an extended Kalman-Filter (EKF) was used. Orientation angle and position data were automatically memorised into the image EXIF file. Thus, geo-referenced images were received. The geo-reference was used for offline post-processing data management. In a first approach one RGB image was captured per grapevine and in a second approach monochrome images were taken for each plant. A prototype-camera-unit was mounted on the handcart of PIAS but without the application of the RTK-GPS system of IGG-GEoTAGGER. The PIAS was stopped in front of the regarding grapevine plant, adjusted and the prototype-camera-unit triggered manually.

Experiments: Within the present study four experiments were conducted:

Experiment (a): Detection of bud burst at BBCH 10
- (a1) semi-automated (Fig. 2A)
  one RGB image with black artificial background or one RGB image with real background;
  Interpretation using semi-automated Matlab tools with user interaction
- (a2) automated (Fig. 2B)
  one RGB image with black artificial background
  Interpretation using automated Matlab tools with user interaction
- (a3) automated (Fig. 2C)
  four monochrome images with real background
  Depth map computation for background identification
  Interpretation using automated Matlab tools with user interaction

Experiment (b): Determination of grapevine berry size at BBCH 89
- (b1) semi-automated (Fig. 6A)
  one RGB image with real background
  Interpretation using semi-automated Matlab tools with user interaction

Image interpretation: The image interpretation was carried out using MATLAB® 7.5 (MathWorks, Ismaning, Germany). Semi-automated MATLAB® tools were developed in order to quantify the grapevine features (Trait Quantification Tool – TQT) and the dimension of such features (Trait Size Tool – TST). Semi-automated means: 1) automated reading of the images (in one folder) in Matlab; 2) automated conversion (pixel to mm) of the diameter from the manually marked berries (circles); and 3) automated tracking of the results (image name and number of shoots or diameter of measured berries) in a txt.-file. Additionally, one prototype automated framework was developed and tested in order to detect bud burst at BBCH 10 and quantify shoots.

Semi-automated tools: The semi-automated quantification of shoots at BBCH 10 was conducted in experiment (a1) by using TQT. Visible buds/shoots in images were marked by mouse clicking. The number of all marked shoots per image was automatically stored in a txt.-file (one file for all images in a folder). For semi-automated determination of the berry diameter the TST was used in experiment (b1). The edges of visible berries were marked manually with three evenly distributed points by mouse clicking. These three points define a circle which is automatically fitted through them. The diameter of the circle (i.e. the berry) is automatically measured in pixel. The number of pixels was automatically converted to S.I. units (mm) using a reference scale in the images (coloured labels which were fixed on the wires in the vineyard). In order to determine the number of pixel per mm automatically, the labels have to be manually marked in the image and the size of the label needs to be specified in the software.

Automated framework: The development of automated frameworks was divided into three steps: 1) the
utilisation of the constructed annotation database in order to identify predefined phenotypic classes in example images; 2) image analysis and machine learning techniques such as active learning of a classification model in order to assign each image object to one or more of the predefined phenotypic classes by utilising the actively acquired training data or low-level features such as circles in images; and 3) the application of the classification model for the test images. In the first step, the phenotypic classes (e.g. 'cane', 'shoot') were defined. The second step determined the application dependent image analysis methods or active learning procedure. Active learning is a technique which provides a higher flexibility than fully supervised methods regarding changing radiometric and geometric features of the classes (Settles 2009). For the automated quantification of shoots after bud burst the classes 'background', 'cane' and 'shoot' proved to be sufficient. For this purpose the images were firstly segmented into 'background' and 'foreground'. The black artificial background in single RGB images of experiment (a2) was used in order to distinguish between the 'background' and the 'foreground'. The four monochrome images with the real background of experiment (a3) were used for the calculation of depth maps. Afterwards, the depth map was utilised for segmentation of the picture into 'background' and 'foreground' within the framework. It was assumed that the class 'cane' is defined as a thin elongated object in images with a defined minor diameter (objects with smaller diameter were disregarded, e.g. the wire). It was also assumed that the class 'shoot' could only be found close to the class 'cane'. Finally, an ellipse was fitted around each 'shoot' segment in order to quantify the number of detected shoots. The depth maps were used in addition to monochrome images with real background.

Annotation database for class definition: Image segmentation is a commonly used tool for the automated interpretation of images. It is defined by the partitioning of the image into assigned regions to predefined classes such as 'background' or 'bud'. Moreover, images are also interpreted using machine vision classification and image analysis methods for the identification of objects (e.g. berry). Each object belongs to one or more predefined classes which were uniquely defined using an annotation database. Classes were predefined by a manual annotation of different morphological features of grapevine (Fig. 3). Depending on the trait of interest the phenotypic classes were appointed with different levels of detail (Fig. 3A). Annotations ranged from low attribute complexity (level 1, segmentation into background and plant) to high attribute complexity (level 5, segmentation into background, wood, shoot, inflorescences, upper side of leaves, lower side of leaves). The database was composed of annotations of relevant growing stages of grapevines according to the BBCH scale (Figure 3B-E). One image per BBCH stage (03, 05, 10, 73, 75, 81, and 89) was used for annotation. The developer for image interpretation frameworks was fed with initial information about the relevant phenotypic classes, their morphological characteristics (e.g. wood, shoot, leaves, inflorescences or grape cluster), their radiometric features and geometric structures. The stated information about object characteristics was required for image classification, e.g. if buds were present near to an elongated object or if one berry was surrounded by other berries.

Calculation of depth maps: The detection of the background in images by computer vision procedures is much more practice-oriented compared to the carrying of an artificial background. Thus, monochrome images were captured by using a prototype-camera-unit. The interior and relative orientation parameters of the cameras were determined by camera calibration (Abraham and Hau 1997). Using this data, the image can be rectified in order to correct the non-linear distortion of the camera lenses. The depth maps were derived from 3D point clouds, which were obtained using patch-based multi-view stereo Software (PMVS; Furukawa and Ponce 2010). The software takes four monochrome images as well as the parameters for the internal and relative orientation of the cameras and reconstructs the 3D structure of the scene visible in the images. This approach provides depth maps in a fast way, however with data gaps resulting in pixels with no depth information.

Results and Discussion

High-throughput phenotyping requires the automation of data recording and data analysis. This is carried out both on the laboratory and the greenhouse scale (Granier 2006, Iyer-Pascuzzi et al. 2010, Hartmann et al. 2011). Particularly for perennial plants like grapevine, high-throughput phenotyping in the field is rather new and challenging. In
a stepwise process (Fig. 1) an interdisciplinary network was built up which involved the construction of a Prototype-Image-Acquisition-System (PIAS) in order to capture standardised images in the vineyard. In addition, several image analysis tools were developed in MATLAB® and were validated by using these images with regard to the detection of bud burst at BBCH 10 and the determination of berry size at BBCH 89.

Semi-automated image analysis: In the first experiment (a1) two different variants of images were used for semi-automated quantification of shoots. 133 single RGB images of grapevines were captured with a black artificial background and 710 single RGB images of the same grapevines were taken with real background at three time points. All images were analysed by applying the semi-automated Trait Quantification Tool (TQT) in order to validate the quality of the quantification results.

Images were captured from 134 grapevines with both real and artificial background at the first beginning of bud burst (BBCH scale 10). With \( R^2 = 0.49 \), the number of shoots in images with real background was positively correlated with the number of shoots counted directly in the vineyard. Moreover, 76 % of the present shoots were recognised in the images (Fig. 4A). The utilisation of an artificial background in images at the early stage of shoot development improved the contrast, leading to an increased positive correlation of \( R^2 = 0.67 \) and an improved shoot number detection rate of 89 % (Fig. 4B). Quantification results with comparable quality but without the application of the artificial background were obtained by the analysis of images from date 2, i.e. three days after date 1. The counted number of shoots using TQT was positively correlated with the number of shoots counted directly in the vineyard (\( R^2 = 0.65 \)). In addition, 84 % of the shoots were recognised (Fig. 4C). The quantification of shoots in images from date 3, i.e. six days after date 1, offered the best and most exact results for this early stage of grapevine development with a positive correlation of \( R^2 = 0.81 \) and a detection rate of 94 % (Fig. 4D). The reason for the increasing accuracy of the results could be explained by the morphology at this early stage of development. At the beginning of BBCH 10 the shoots are predominantly small, grow close to the cane and not evenly upwards and have similar colours (yellowish, light green, beige or brown) compared to the cane. Thus, the probability increases that buds or small shoots from the backside of the cane are not visible in the images, thus resulting in a lower detection rate. Due to this, it is important to capture images a few days after the first detection of BBCH 10, preferably when the shoots are visibly green and the average size is approximately 2 cm.

In this way, the detection of shoot development at BBCH 10 and the vitality of plants could be determined by analysing images. In grapevine breeding the number of shoots (buds) can be used to characterise individual genotypes from breeding populations, e.g. to receive information about the length of internodes, vital shoots and phenology. The utilisation of PIAS enables the recording of image data from a large number of grapevines in a short period of time. A vehicle speed of one kilometer per hour permits the acquisition of images from 12 grapevines per minute (planting space 1 m). Subsequent image analysis permits the quantification of shoots for about eight images per minute on a standard computer (depending on image quality). In comparison, the recording of comparable data directly in the vineyard by a person takes one minute for three grapevines. Currently, phenotyping of bud burst is being carried out by visual inspection applying the BBCH scale (LORENZ et al. 1995) and the quantification of shoots is not feasible in regular grapevine breeding programmes. In contrast, PIAS enables data acquisition from 4,500 individual grapevines within six hours. It is a high-throughput image acquisition method which allows image-based phenotyping of a clearly increased number of plants.

Automated image interpretation: An automated prototype framework was developed in order to replace the TQT and reduce time for human labour. The prototype framework was tested for the detection and quantification of shoots, with the classes ‘background’, ‘cane’ and ‘shoot’ being used for classification. It was assumed that the class ‘cane’ was defined as a thin elongated object in images with minor diameter and that the class ‘shoot’ could only be found close to the class ‘cane’. The framework was tested in experiment (a2) by using one RGB image with artificial background and in experiment (a3) by using depth maps (Fig. 2).

Within experiment (a2) the automated framework was tested for 130 single RGB images from 130 differ-
ent grapevines. An average shoot detection rate of 65% was observed in comparison with data using TQT. Furthermore, a false-positive rate of 25% was detected. No correlation was found between the number of shoots in images and the number of shoots counted directly in the vineyard. In experiment (a3) four monochrome images were captured per grapevine and used for the calculation of depth maps. The depth calculation allowed for the generation of three-dimensional (3D) point clouds which provide precise geometric information. Depth maps assign the distance of every pixel in an image to the cameras optical centre which enables the separation between ‘foreground’ and ‘background’ in an image. Calculations were done for depth maps from 77 image sets from date 3 and the automated framework used these for the detection of ‘shoots’. The detection rate of the class ‘shoot’ was also 63% on average. However, the false-positive rate increased to an average of 40%. The low detection rate combined with a high false-positive rate is thus not acceptable for a phenotyping procedure. Different reasons were determined which probably increase the false-positive detection of traits in images or depth maps. In vineyards, the wires, pheromone capsules, residues of old wooden vine tendrils, binding material or labels proved to be the most often observed sources for false-positively detected ‘shoots’ because these objects are also often localised close to the cane in the same plane as the real shoots. However, such false-positive ‘shoots’ could be used as negative training examples due to the fact that it is impossible to remove most of these objects from the vineyard.

Additionally, the depth maps were identified as another basic reason for inaccuracy (Fig. 5). The patch-based multi-view stereo (PMVS) software tracked pixels with vague disparity information as pixels with no disparity which resulted in sparse depth maps. Disparity information was computed from points even when the homologous points could clearly be identified in all four monochrome images. This was not the case for homogeneous, non-structured or repeated structures such as plain sky, very dark spots or the wire frame. The sparse depth maps led to false classification results during image interpretation. Consequently, shoots which are not present in depth maps (white arrows in Fig. 5) are not detectable during image interpretation (black arrows in Fig. 5). Hence, adverse illumination (e.g. shadows or overexposure) and artificial objects (e.g. wire frames or trellis posts) increase the possibility for incorrect classification, resulting in low detection rates combined with high false-positive rates. The PMVS software applied for depth map calculation in the present study computed a 3D point cloud and converts the 3D information to a 2,5D depth map. A more sophisticated approach would be the direct computation of a depth, for example using the approach of Kloot et al. (2008).

Furthermore, the various qualities of the images also led to a higher inaccuracy rate. The images were captured in the vineyard under natural light conditions which resulted in shadows (image capture towards the sun) or brightness illumination (black artificial background) of plant traits. Both shadows and brightness on young shoots reduced the contrast of the images and resulted in non-natural colours, e.g. white-coloured instead of green shoots. Colours were thus disregarded from the whole framework. The application of flashes could further improve the quality of images, in turn leading to improved depth map calculation and an increased detection rate because colours could be used as supplementary information (e.g. the green colour of ‘shoots’ and the brown colour of ‘canes’). Interpretation of images with real background was conducted by using depth maps. Improvement of the high-throughput image recording was achieved by the expansion of the calibrated monochrome cameras with an additional RGB camera and the implementation of this camera unit into the Igc-GEOTAGGER software. This also allowed for the consideration of colours within the automated image interpretation.

**Semi-automated determination of the grapevine berry size:** The semi-automated tool TST was developed in order to enable a contactless and non-invasive determination of the mean grapevine berry size in images. 39 single RGB images were read in MATLAB® and the contour of 50 berries per image marked with three points. TST fitted a circle through these three points (Fig. 6A). The diameter of the fitted circles was automatically measured in mm utilising a predefined scale. Histograms were created to verify the normal distribution of the

---

**Fig. 5:** Sparse depth maps lead to false classification results. The PMVS software detected both types of background with absolutely different properties (sky = far away; grassland = nearby). The used algorithm tracked pixels with vague disparity information as pixels with no disparity information to prevent errors resulting in sparse depth maps. Sparse depth maps led to errors during image classification, i.e. if shoots were not present in depth maps (white arrows), these shoots were consequently not usable for image classification (black arrows).
results (Fig. 6B). In order to confirm the results of TST, reference data were acquired using the fully automated software tool BAT. BAT enables the fast and precise, image-based determination of the diameter from individual berries placed on a specific plate (Kichler et al. 2013). The average berry size from the four investigated cultivars ‘Dornfelder’, ‘Pinot Blanc’, ‘Pinot Noir’, and ‘Riesling’ (Fig. 6C) which was measured with TST showed an overestimation of 0.9 to 1.8 mm in comparison to the measured sizes applying BAT. Nonetheless, a positive correlation of $R^2 = 0.97$ was found between the observed berry size applying BAT (destructive) and TST (non-destructive). The berry size (TST) of almost all cultivars showed significant differences ($p < 0.01$). No significant difference was only found between the berry size of ‘Riesling’ (average 14.8 mm) and ‘Pinot Blanc’ (14.6 mm). Thus, differences in berry size of 1 mm could be detected in an easy and non-invasive way by capturing one RGB image directly in the vineyard. The overestimation of the berry size in comparison to the results from BAT could be explained by the quality of images and the applied scale reference. As described previously shadows or brightness on grapevine berries resulted in lower contrast in the images. The fact that the contrast was reduced complicated the clear recognition of the berries’ edge which in turn is associated with increased error variation. In addition, the used reference for scaling in the images was positioned in only one plane. However, plants and grape clusters possess a three-dimensional architecture, meaning that berries can be positioned closer to the camera or further away than the label. Consequently berries being closer to the camera appear greater and berries which are further away appear smaller than they are in reality. The usage of only one scale for the whole image rather than a depth map could be one fundamental reason for the variance of the results from TST and BAT.

For future work the development of an automated framework will be a promising method in order to realise high-throughput image interpretation for non-invasive and contactless determination of the mean berry size. In this way, phenotyping of the berry size could be conducted for a large amount of grapevine varieties or individual plants of e.g. a breeding population.

**Conclusions**

Within the present study initial steps were investigated in order to enable high-throughput phenotyping in vineyards by using images and depth maps. First of all, a prototype system (PIAS) was built for higher throughput image capture in an experimental vineyard. In order to phenotype important traits (shoots at BBCH 10 and berry diameter) the captured single RGB images were analysed by applying two semi-automated tools: Trait-Size-Tool (TST) and Trait-Quantification-Tool (TQT). In contrast to visual inspections by persons in the vineyard semi-automated image analysis approaches need less human labour and deliver valid results (detection rate up to 94 %). For the reduction of human labour an automated prototype framework was developed and tested in order to detect shoots after bud burst at BBCH 10 automatically by using 2.5D depth maps. Based on more or less sparse depth maps and lacking colour information a false-positive detection rate of up to 62 % was obtained. Reasons for this were identified. The regarding points should thus be eliminated during image capture. Further improvements were discussed in order to increase the accuracy of the automated framework for future work. The presented approaches and the implementation of the stated improvements facilitate an automated, image-based phenotyping in vineyards with higher throughput, more precise objective data and decreased error rate.
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